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Context 
Routing is one of the keys for controlling network resources. In current IP networks, routing algorithms 
objective is to find either a single best path between each pair of routers, or several paths with equal and 
optimal costs (ECMP, [1,2]). More generally, a multipath routing algorithm is an algorithm that allows 
finding multiple routes between two points on the network, regardless of the constraints on the costs of 
these paths. Such protocols have been proposed in the literature ([3,4,5,6,7]). At the router level and 
towards a given destination, the goal is to provide not only one but several outgoing interfaces. The hop-
by-hop composition of these alternatives provides a wide variety of routes which are distinct or not. 
There are many advantages with multipath routing. On the one hand, calculating multiple paths with 
anticipation allows to quickly adjusting routes and overcoming failures that may occur in the network. In a 
distributed environment, routers can make local routing decisions that are faster than a global routing 
calculation. On the other hand, different paths can be used simultaneously to take advantage of bandwidth 
available on each of them. The main key is then to decide the ideal distribution of traffic among these 
multiple routes: this is called adaptive routing. This way, two approaches can be considered. The first is the 
assumption that one central equipment has the complete knowledge of traffic demands: the load balancing 
then consists in optimizing an objective function (of overall resource usage, used bandwidth, etc.). This 
view has been the subject of many studies. The second approach is to assign routing decisions to different 
actors in the network: they are asked to collaborate together  to efficiently distribute the load across the 
network. The study of solutions within this last approach motivates this thesis. 
 
Once the routers have selected a set of interfaces to forward IP packets, load balancing is a decision 
process that may be based on indicators which are local or received from other routers. 
The nature of these indicators should be adapted according to the context in which they are employed. In 
particular, with regard to wireless networks, sharing policy may focus on power management or end-to-end 
connectivity. Sensor networks can also benefit from these mechanisms. In the context of multi-homed 
mobile devices, performance and cost of the available connections could impose additional constraints. 
Moreover, in the core network, one may choose to prioritize resources or avoid congestions. Variables 
relating to the quality of service could also come into consideration, for example by assigning real-time 
flows to one or more paths respecting specific constraints. The advent of the Internet of Things, which 
could bring together tens of billions of connected objects in 2020, introduces new challenges: the resilience 
of networks that should take charge of new types of traffic that remain to be characterized, or new data 
access paradigms (such as CCN, [8]) that could fundamentally change the current protocol stack. 



   
 
Performance of these adaptive multipath routing algorithms and protocols naturally depend on the 
characteristics of the underlying network graph. The presence of specific patterns (providing k-connectivity 
at link and/or router level) may have an impact on the paths computation and traffic distribution. Software 
properties of network devices are also a factor that may facilitate or hamper the deployment of these 
mechanisms. Furthermore, the emergence of SDN [9] can ease the incremental deployment of new routing 
solutions adapted to modern uses of the Internet [10]. Performances evaluation and graph properties 
characterization may help to ease the deployment of new routing paradigms. 
The topology of the Internet is generally represented by a graph of routers [11] (or sometimes a graph of 
autonomous systems [12]). The edges of the graph have optionally one or more weights. Interesting 
properties for routing are linked to degree of nodes [13], diversity of paths, average distances, weights, etc. 
Beyond these static or algebraic structural properties [14], it would be interesting to evaluate software 
properties (heterogeneity of equipments and systems, protocols used, etc.) and their dynamics in order to 
better understand the feasibility of deploying a new routing solution. 
 
 
Goals 
The first objective of this thesis is to focus on the collaboration between routers, which relies on an 
exchange of messages. These messages can be upstream requests such as throughput reduction 
(“backpressure messages”), as introduced by Gojmerac in [15]. One can also imagine whether messages 
allowing the admission of new flows (interesting ideas are developed in Ammar’s thesis, [16]), or 
disseminating information relating to the current conditions of routers (e.g. radio links quality, position and 
speed of a mobile node, or its battery level). 
The qualitative or quantitative nature of the data exchanged, the triggers of these messages, their rate, and 
the action to be taken upon receipt are all behaviors to define and study. The candidate will have to 
evaluate the solutions he proposes, using simulation tools. Besides the quality of the distribution, 
convergence is a crucial point. The performance analysis will determine whether the proposed solutions are 
constantly evolving in an unstable state or whether tend towards an acceptable steady solution. In this case, 
the convergence time is an important indicator. 
 
The second objective is relative to the evaluation of software or topological properties of the networks, in 
order to estimate their ability to sustain these routing and sharing mechanisms. By examining the 
(adaptive) multipath algorithms and protocols in the literature, it will first be necessary to define what is an 
efficient routing. Several indicators may be relevant depending on the objective: the amount of routes 
discovered, their length, their covering (the fact that they are totally or partially disjoint and the resulting 
maximum flow), the convergence time, the routes oscillations, interferences with the transport layer (in 
particular, TCP), etc. Link weights and choice of the metric is essential: is it more convenient to set link 
weights that favor multipath routing, or to get rid of this logic overlay to only rely on the physical 
topology? Should the weights be dynamically fit? The answers to these questions have to consider the issue 
of load balancing: it is not necessary for all the routes to be used simultaneously. Can we link a number of 
indicators related to the topology (nodes degrees, distribution of these degrees, k-connectivity, etc.) to 
those that characterize the efficiency of routing? Is it possible, knowing the topological characteristics of a 
network, to say what routing algorithm/protocol will be the most effective? Reciprocally, can we infer 
graph models and software to promote multipath routing and load sharing effectiveness? Are there 
structural patterns and software properties that affect the establishment of multiple routes or, on the 
contrary, are there patterns that tend to favor it? 
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